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Forecasting blood glucose (BG) values for patients can help prevent hypoglycemia and hyperglycemia events in advance. To this
end, this study proposes an intelligent ensemble deep learning system to predict BG values in 15, 30, and 60 min prediction
horizons (PHs) based on historical BG values collected via continuous glucose monitoring devices as an endogenous factor and
carbohydrate intake and insulin administration information (times) as exogenous factors. Although there are numerous deep
learning algorithms available, this study applied five algorithms, namely, recurrent neural network (RNN), which is optimized for
sequence data (e.g., time-series), and RNN-based algorithms (e.g., long short-term memory (LSTM), stacked LSTM, bidirectional
LSTM, and gated recurrent unit). Then, a genetic algorithm (GA) was applied to the five prediction models to optimize their
weights through ensemble techniques and to yield (output) the final predicted BG values. The performance of the proposed model
was compared to that of the autoregressive integrated moving average (ARIMA) model as a baseline. The results show that the
proposed model significantly outperforms the baseline in terms of the root mean square error (RMSE) and continuous glucose
error grid analysis. For the valid 29 diabetic patients for the multivariate models, the RMSE was 11.08 (£3.19), 19.25 (+5.28), and
31.30 (+8.81) mg/DL for 15, 30, and 60 min PH, respectively. When the same data were applied to univariate models, the RMSE
was 11.28 (£3.34), 19.99 (£5.59), and 33.13 (+9.27) mg/DL for 15, 30, and 60 min PH, respectively. Both the univariate and
multivariate models showed a statistically significant difference compared with the baseline at a 5% statistical significance level.
Instead of using a model with a single algorithm, applying a GA based on each output of a model with multiple algorithms was
found to play a significant role in improving model performance.

1. Introduction

Diabetes mellitus (DM) is a metabolic disease that affects
several people and causes huge socioeconomic losses [1].
There are two types of diabetes: Type-1 Diabetes mellitus
(T1IDM) and Type-2 Diabetes mellitus (T2DM). T1DM is
also known as insulin-dependent diabetes [2] and is an
autoimmune disease in which the j3 cells of the pancreas are
destroyed, and insulin is not produced dependably. T2DM is
also known as noninsulin-dependent diabetes and can
produce insulin in f cells of the pancreas; however, the

body’s cells are insulin-resistant, making it unable to
function normally. Patients with diabetes are at risk of acute
complications if their hyperglycemia continues, such as
insufficient nutrition to the brain, leading to headaches,
lethargy, and consequently coma. Thus, external insulin
administration is a prerequisite for diabetic patients to
control their blood glucose (BG) concentration over time.
Patients with T2DM who are resistant to insulin also require
self-monitoring BG (SMBQG). In the past, it was necessary to
manage BG concentration by measuring its values through a
finger-stick test: a self-monitored method [3]. However, with
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the advancement in technology, continuous glucose mon-
itoring (CGM) has been introduced to measure BG values
every few minutes using devices attached to the skin. CGM
not only facilitates BG concentration control in diabetic
patients but also promotes research into forecasting future
BG values.

The BG values are not arbitrary, and there is an ob-
servable trend. Thus, given that BG history has a feasible
architecture, it is possible to predict future BG values based
on past BG values collected through CGM [4]. Most pre-
vious studies have been conducted on BG prediction models
using traditional statistical methods. However, because such
methods do not account for the nonlinear relationship of BG
values, research applying machine learning models has been
predominantly conducted [5-8].

Many machine learning-based BG prediction studies
have been conducted, and most used only CGM readings as
input. It has been demonstrated that models that add ex-
ogenous factors, such as insulin and carbohydrate (CHO)
information, to BG prediction models as input perform
better than models that use only CGM reading as input [9].
Furthermore, most studies were conducted on T1IDM, even
though T2DM diabetes accounts for more than 90% of all
diabetes patients. T2DM and T1DM have different causes;
therefore, different methodologies should be applied to
forecast BG values.

In particular, factors affecting BG vary, including stress,
emotion, physical activity, insulin, and CHO. Therefore, it
cannot be known which of the recurrent neural network
(RNN)-based algorithms has the best model performance,
owing to fluctuating variability [10]. In certain cases, the
long short-term memory (LSTM) model shows the highest
accuracy, whereas, in others, its accuracy may be the least. To
reasonably solve this problem, an ensemble weight opti-
mization technique using a genetic algorithm (GA) is ap-
plied to derive robust models based on each factoring
condition. To prevent hypoglycemic and hyperglycemic
events, five RNN algorithms are leveraged to optimize
T2DM ensemble variable weights using the GA to predict
tuture BG values at 15, 30, and 60 min prediction horizons
(PHs) from time-series data and exogenous factors. The
reasons for selecting those PH settings are as follows: 1. The
rates of insulin and CHO absorption in the body match
clinical thresholds; 2. It makes it easier to compare the
results of this commonly used model [10-15].

The remainder of this paper is organized as follows.
Section 2 introduces previous studies and provides an
overview of the background knowledge related to the pro-
posed model. Section 3 describes the framework of the
proposed model and its process. Section 4 discusses the
experiments conducted to evaluate the performance of the
proposed model. Finally, Section 5 presents the conclusions
of the study and recommendations for future research.

2. Related Work

In the past, SMBG finger-stick blood tests were required
every few hours to monitor BG concentrations in diabetes
patients. However, with the introduction of CGM devices
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that measure and record estimated glucose values (EGV)
every few minutes, researchers can now collect highly uti-
lizable data, which has led to the development of BG pre-
diction models and hypoglycemic early warning systems.
Glucose methods are estimated because CGM devices
measure BG indirectly from interstitial fluids. Therefore,
SMBG is required every few hours, and EGV optimization
through calibration is required. Hence, the accuracy of these
devices depends on the calibration algorithm. Concerns
about whether EGVs can clinically replace absolute BG
values were addressed by Rebrin and Steil [16].

2.1. Background Work. Many studies have been conducted
to predict future BG values using data collected through
CGM devices to monitor and regulate BG concentrations to
prevent hypoglycemia in diabetic patients using alarms.
However, most studies were conducted in silico or with
patients with TIDM [12, 13, 17]. For a brief overview of the
literature, see Oviedo et al. [5].

Initial attempts to predict future BG values based on past
BG data collected from CGMs were performed by Bremer
and Gough [4], who proved that past BG values can be used
to predict future BG values. Since then, various studies have
been conducted using in silico and clinical data to apply
traditional statistical and machine learning techniques.
Sparacino et al. [18] compared a first-order polynomial
model and a first-order autoregressive (AR) model in 28
diabetic patients with TIDM. They predicted BG values after
30 or 45min PH, and considering the delay, mean-square
prediction error, and energy of the second-order differences,
they used the AR model as the evaluation metric. Sun et al.
[19] applied LSTM and a bidirectional LSTM-based neural
network to the data of 26 TIDM patients and measured the
root mean square error (RMSE) as 21.07 mg/dL at 30 min
PH and 33.27 mg/dL at 60 min PH. Pérez-Gandia et al. [20]
used an artificial neural network for six TIDM patients.
Patients carried a CGM device intermittently 72 h/week over
4 weeks, and the RMSE was 10.38 mg/dL, 19.51 mg/dL, and
29.07 mg/dL for 15, 30, and 45 min PH. They showed that a
neural network prediction model is a reliable solution to the
problem of predicting BG values from CGM systems. Rabby
et al. [21] proposed a stacked LSTM with a Kalman
smoothing model for six TIDM patients using a dataset that
included 8 weeks of data for each patient; they achieved an
RMSE of 6.45 and 17.24 mg/dL for 30 and 60 min PH. Li
et al. [22] proposed a multilayer convolutional RNN
(CRNN) model, and the performance was evaluated using 10
in silico and clinical data points. The proposed CRNN
model’s RMSE in the in silico case was 9.38 and 18.87 mg/dL
for 30 and 60 min PH; in the clinical data case, the RMSE was
21.07, and 33.27 mg/dL for 30 and 60 min PH.

2.2. Preliminaries. As mentioned, five RNN-based algo-
rithms are applied in this study in the first stage to build BG
value prediction models. An RNN is an ANN with hidden
nodes connected by directed edges to form a cyclic structure
[23]. The strength of an RNN is its network-type structure
that can accept input and output regardless of sequence



Complexity

length; hence, it can be constructed flexibly. However, there
is a long-term dependency problem in RNN, where the
larger the gap between data, the greater the decline of
learning.

To deal with these problems, the LSTM algorithm ad-
dresses the long-term dependency problem by adding cell
states to the same RNN structure [24]. A stacked LSTM is an
extension of the LSTM’s single hidden layer to create
multiple hidden layers. It extends the depth of the neural
network so that it has the potential to achieve more accurate
results. Additionally, the typical RNN structure uses only
historical data as a forward state, whereas the bidirectional
LSTM can use future information as a backward state,
solving the long-term dependency problem by adding a cell
state to the RNN structure. The GRU algorithm has two
gates: an update gate and a reset gate. It has similar per-
formance and faster computation than the ordinary LSTM
[25].

In this study, GAs are used for the ensemble weight
optimization process. A GA is a search method that finds
optimal solutions by imitating the evolution of living things
as they adapt to their environment; it is an effective method
because it theoretically finds global optima and handles
problems that are not mathematically clearly defined [26].
The components of the GA are as follows:

Chromosome: biologically, it denotes a set of genetic
materials, and in the GA, it represents a solution.

Gene: this represents a single piece of genetic infor-
mation as a building block of chromosomes. If a chromo-
some is [X Y Z], there are three genes inside, each with values
of X, Y, and Z, respectively.

Offspring: this represents chromosomes derived from
those that existed at a certain time t. The offspring have
genetic information like that of the previous generation.

Fitness: this is the eigenvalue of any chromosome, in-
dicating the suitability of the solution expressed by the
chromosome for the problem.

3. Method

This study proposes individual deep learning BG prediction
models classified into two types according to the input
variables. One is a univariate model that uses only past BG
values as input, and the other is a multivariate model that
uses past BG values in addition to CHO intake and insulin
administration time information. Both models have the
same architecture, apart from the input. The overall research
framework of this study is shown in Figure 1.

The proposed procedure consists of several segments:
data collection, preprocessing, time-series prediction using
five RNN-based algorithms, and weight ensemble optimi-
zation with GAs.

3.1. Stage 1: Data Setting. First, web pages and databases
were built to facilitate remote data entry. The demographic
information of diabetic patients, CGM readings, and CHO
and insulin information were entered through the web page
and stored in the database. The collected data were then

converted into suitable forms to fit the neural networks via
preprocessing.

3.2. Stage 2: Prediction Algorithms. The input data were split
according to the lookback period for the number of previous
values to be used and the time step (i.e., sequence size). All
samples were set up with sliding windows with a step size of
one. A global description of how data are framed to fit into
neural networks is shown in Figure 2.

The description of the terms in Figure 2 is as follows:
Lookback describes the duration in minutes before the BG
values are used as inputs; the prediction point reflects the BG
values after a few minutes of PH as a target; the sampling rate
measures the patient’s BG value every 5 min.

For stage-3 optimization, five RNN-based algorithms
were used to yield the predicted BG values. Each algorithm is
a slight variant, as described in Table 1, based on the
hyperparameters. All hyperparameters are determined ex-
perimentally through trial-and-error for good performance.

3.3. Stage 3: Optimization—GAs. Stage 3 describes the op-
timization process of applying the GA based on the pre-
dicted BG values obtained from the model that applied each
RNN in Stage 2. The main purpose of using the GA is to
optimize each RNN model by assembling the weights. The
output of each RNN computes the fitness and yields the
optimal solution of the weights through an objective
function that minimizes RMSE. Objective function is de-
fined as follows:

argmin ObJ (x) = szl (yx — yx)) (1)
” n
R m wiPi(x)

Vi = Z o (2)

where #n is the number of data and m is the number of
models. The structure of the equation is similar to RMSE.
But, the predicted value is calculated as equation (2). In
equation (2), Pi(x) is the model predicted value at point x ,
and w; is the weight applied to the model. The weighted set of
w is optimized toward minimizing Obj(x) , and the w is
derived through a genetic algorithm. Additionally, two
constraints were established for the GA in this work. First,
the sum of all weights is greater than 0.99 and less than one.
This is because the predicted BG values for each model must
be multiplied by the weights and summed to be compared
with the actual BG values. Second, each weight is greater
than 0.05 and less than 0.5. The purpose of setting these
constraints is to prevent overbiased weights.

4. Empirical Studies

In this section, the experiments conducted to evaluate the
performance of the proposed model are discussed. First, the
dataset was obtained. Then, the preprocessed data were
filtered and cleaned to fit the neural network. In the next
step, the effectiveness of the proposed models was assessed in



4 Complexity
Output
Vanila RNN (predicted
BG values)
Output
LSTM (predicted
BG values)
CGM Reading
- Output Ensemble weight Final output
CHQ info Stacked LSTM (predicted optimization | |  (predicted
(time) BG values) (Genetic algorithm) BG values )
Insulin info
(time)
Bi-directional Out? ut
LSTM (predicted
BG values)
Output
GRU (predicted
BG values)
Stage 1 Stage 2 Stage 3
Data Setting Prediction Algorithms Optimization

FIGURE 1: Proposed blood glucose (BG) values prediction architecture.

two setups according to the input data. Then, the best and
worst cases based on the RMSE were analyzed. Finally,
residual analysis and continuous glucose error grid analysis
(CG-EGA) were performed to interpret the causes of the
predictive performance difference between the best and
worst cases.

4.1. Data Description. Data were obtained using the Dexcom
G5® Mobile CGM (Dexcom, Inc., San Diego, CA, USA)
from 51 hospitalized T2DM patients. The Dexcom G5
consists of a sensor, transmitter, and a mobile app. Patients
were encouraged to enter their own CHO, insulin amounts,
and times using the mobile app. The device measures the
patient’s glucose reading every 5min for 4-7 days. The
glucose is measured through the sensor attached to the
Dexcom G5, and the measured glucose is transmitted to the
receiver (mobile app) through the transmitter at regular
intervals. Patient data were collected from Soonchunhyang
University Cheonan Hospital between July 2019 and March

2021. The collected data is stored in a database built based on
APM (Apache-PHP-MySQL), and it includes demographic
information of type 2 diabetes patients, CGM data, insulin
and CHO information. Data stored in the database is
exported in csv format and used for experiments. Infor-
mation on patients registered in our study is shown in
Table 2.

The study was approved by SoonChunHyang University
Hospital Cheonan Institutional Review Board (SCHCA IRB
Protocol Number: SCHCA 2019-11-048). Of the 51 patients
with diabetes, 29 were available for multivariate models
based on valid CHO and insulin time information. There-
fore, the experiment proceeded with the following scenario:
(1) results of the univariate model using 51 diabetic patients’
data; (2) a comparison of the performance of a multivariate
model and a univariate model using the same 29 diabetic
patients’ data; (3) RMSE was used as a model performance
evaluation metric, and the best and worst cases were
compared and analyzed to interpret the causes of the dif-
ferences between samples.
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Lookback

(1) procedure PREPROCESSING()
(2)  while countPoint < numberOfPointInFile
(3) if glucose == “low”
(4) glucose = 60
(5) if glucose = = “high”
(6) glucose =400
) if CHO >0
(8) CHO=1
9) else
(10) CHO=0
@11) if insulin >0
12) insulin=1
13) else
(14) insulin=0
15) countPoint ++

ALGORITHM 1: Preprocessing Method.
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FIGURE 2: Data framing.
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(1) procedure PREDICTION()

(2)  while countPoint < numberOfPointInFile

(3) extract data//lockback

(4) extract glucose//predictionPoint

(5) countPoint ++
(6)  split train, test
(7)  for model in modelList

(8) train model//modelTraining
9) predict trainGlucose
10) getModelWeights GA
(11)  for trainModel in trainModelList
12) predict testGlucose
13) multiply trainModelWeight, testPredGlucose
(14) modelSums multiplyPredResult
(15)  calculate RMSE(testGlucose, modelSumsResult)

ALGORITHM 2: Prediction Method.

4.2. Data Preprocessing. The primary purpose of pre-
processing is to clean the data and transform them into a
suitable form for fitting the neural networks. The data used
in this study were not in silico data generated through
simulation, but rather clinical data collected from real-life
conditions. Therefore, outliers may have existed, owing to

errors in wireless communication devices. The exogenous
factors recorded directly by patients are likely to be in-
consistent because they are directly inputted by patients,
requiring appropriate preprocessing tasks. First, the CGM
devices attached to patients during the data collection stage
of this study were recorded as “low” if the BG values were
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TaBLE 1: Hyperparameters.

Hyperparameter Value
Lookback 5
No. of cells 50
Batch size 32
Activation function ReLU
Optimization algorithm Adamax
Loss function MSE
No. of epochs 300

(1) parameter(s): w—modelWeight

(2) require: 0.05 < w < 0.5, 0.99<sum(wList) <1.00

(3) procedure GA()

(4)  generate wLists//initialChromosomes

(5)  calculateFittness objectiveFunction

(6)  while termination condition not met

(7) selectIndividuals wLists//selection

(8) recombine individuals//crossover

9) mutate individuals//mutation

10) calulateFittness objectiveFunction

(11) wLists = individuals

(12)  return wList//optimalWeights

ALGORITHM 3: Genetic Algorithm Method.
TaBLE 2: Demographics of registered patients.
Age group Gender
20-29 1
30-39 Female 22
40-49 11
50-59 10
60-69 18 Male 29
70-79 4
TaBLE 3: Mean (standard deviation in parentheses) RMSE for 51 diabetic patients using univariate time-series models.

Model PH =15 min PH =30 min PH =60 min
RNN 11.51 (4.16) 19.95 (6.61) 32.28 (9.75)
LSTM 11.94 (4.44) 20.67 (6.66) 32.98 (10.08)
Stacked LSTM 12.31 (5.16) 20.37 (6.62) 33.72 (10.51)
Bidirectional LSTM 12.06 (4.16) 20.69 (6.89) 33.18 (9.76)
GRU 11.34 (3.98) 20.32 (6.41) 32.64 (9.81)
Baseline ARIMA 14.57 (4.89) 22.71 (7.21) 35.02 (10.39)
Proposed model 11.19 (3.91) 19.67 (6.31) 32.26 (9.75)
p-value 0.0002** 0.027* 0.17

*p-value <0.05 **p-value <0.01.

measured to be less than 60 mg/DL and “high” if they were
greater than 400 mg/DL. Accordingly, the CGM reading
(input) and the predicted BG values (output) were fixed at a
minimum value of 60 and a maximum of 400. Second,
insulin and CHO information were converted to 0 and 1.

Insulin and CHO information are input by patients directly
into the application, resulting in a difference in information
input by each patient. For example, there have been cases in
which some patients accurately record their intake of CHO
in grams, while others simply indicated that they had taken
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TaBLE 4: Mean (standard deviation in parentheses) RMSE for 29 diabetic patients using univariate and multivariate time-series models.

RMSE PH =15 min PH =30 min PH =60 min

Uni Multi Uni Multi Uni Multi
RNN 11.59 (3.59) 11.39 (3.43) 20.2 (6) 19.45 (5.4) 32.65 (9.44) 31.25 (8.94)
LSTM 11.89 (3.83) 11.83 (3.3) 21.3 (6.05) 20.59 (6.15) 33.43 (9.59) 32.71 (9.7)
Stacked LSTM 12.57 (5.39) 11.59 (3.43) 20.57 (5.66) 20.54 (6.12) 34.63 (9.98) 31.91 (8.9)
Bidirectional LSTM 12.03 (3.42) 12.02 (3.6) 21.01 (6.05) 19.89 (5.63) 33.54 (9.25) 31.99 (9.24)
GRU 11.50 (3.54) 11.37 (3.29) 20.46 (5.89) 19.86 (5.4) 32.96 (9.36) 32.25 (9.12)
Baseline ARIMA 14.82 (4.41) 23.11 (6.66) 35.67 (10.23)
Proposed model 11.28 (3.34) 11.08 (3.19) 19.99 (5.59) 19.25 (5.28) 33.13 (9.27) 31.3 (8.81)
p-value 0.0005** 0.03* 0.32

*p-value <0.05 **p-value <0.01.

Best case
Too High ( Glucose value 400 + )
e e B e I LN =
350
300
250
S ALY I S Y N T . AV Hyperglycemic Threshold
150
100
Hyperglycemic Threshold
0 250 500 750 1000 1250 1500 1750 2000
— actual
— predicted

FiGURE 3: Best case (30 min).

CHO. Therefore, the data were converted to the lowest
dimension to unify the insulin and CHO information that
occurs for each patient. The time-series data (i.e., the time
information of insulin and CHO) were added to the past BG
values via preprocessing.

4.3. Results. This section details the experiments conducted
in two categories according to input: univariate models
using only CGM readings and multivariate models adding
CHO and insulin information (time) to CGM readings. The
predictive performance of the models was evaluated by
considering 15, 30, and 60 min PHs. The performance of the
proposed models was compared to that of the ARIMA model
baseline.

In this study, two criteria were used to evaluate the
performance of the proposed model: RMSE and CG-EGA.
RMSE is one of the most frequently used evaluation indi-
cators in regression problems and has been adopted to fa-
cilitate performance comparisons in many studies. CG-EGA
assesses the clinical accuracy of BG prediction systems [27].
This error analysis method quantifies the clinical accuracy of

measured and predicted BG values. The grid divides a
scatterplot of the reference glucose values and predicted
glucose values into five regions: A to E. The closer the points
are to Zone A, the more significant the results are clinically.

4.3.1. Results for the Dataset with CGM Readings. First, as
there was a total of 51 data points for all diabetic patients, the
results of applying a univariate model to them are described.
Table 3 presents the model performance (RMSE) of the
univariate model trained with CGM reading data as input
without exogenous factors.

Table 3 shows that the proposed model exhibits the best
performance and the lowest standard deviation. In addition,
at 15 and 30 min PH, there is a statistically significant dif-
ference compared with the baseline at a 5% statistical sig-
nificance level.

4.3.2. Results for the Dataset with CGM Readings and Ex-
ogenous Factors. For the next scenario, a comparison of the
performance of univariate and multivariate models for 29
diabetic patients is shown in Table 4.
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The results in Table 4 show that, apart from the RNN
model of multivariate models, the proposed model has the
best performance of all PHs and the lowest standard devi-
ation. For the valid 29 diabetic patients of the original 51 for
the multivariate models, the RMSE was 11.08 (3.19), 19.25
(5.28), and 31.30 (8.81) mg/DL for 15, 30, and 60 min PH,
respectively. When the same data of 29 diabetic patients

were applied to univariate models, the RMSE was 11.28
(3.34), 19.99 (5.59), and 33.13 (9.27) mg/DL for 15, 30, and
60 min PH, respectively. For the ARIMA model, which was
used as the baseline, the RMSE was 14.82 (4.41), 23.11 (6.66),
and 35.67 (10.23) mg/DL for 15, 30, and 60 min PH, re-
spectively. Thus, both the univariate and multivariate models
showed statistically significant model performance in the
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t-tests at a statistical significance level of 5%. Additionally,
the performance of multivariate models was slightly superior
to that of univariate and multivariate models. The cause of
the slight difference in accuracy is explained in Section 5.

4.3.3. Best/Worst Case Analysis. Based on the performance
evaluation metric RMSE, the best and worst cases were
analyzed to determine the differences that result in per-
formance gaps between the best- and worst-performing
models. Figures 3 and 4 show that the best and worst cases
differ in the variability of BG values in the test set.

The CG-EGA results are shown in Figures 5 and 6,
indicating that the best case has all points in Zone A, and the
worst case is distributed across several zones, including A, B,
and D.

5. Conclusion

This work investigated highly accurate individualized BG
prediction models with weight ensemble optimization using
a GA in the output of RNN-based algorithms for hospi-
talized T2DM patients. Instead of using a model with a single
algorithm, applying a GA based on each output of a model
with multiple algorithms was found to play a significant role
in improving model performance and making the model
more robust toward variations.

However, the limitation of this study is that some in-
accurate data regarding exogenous factors, such as CHO and
insulin information, were used; this is because the data were
measured and recorded under real-life conditions.

Therefore, in future studies, multivariate models may per-
form significantly better than univariate models if more
strictly recorded data are used, even if the amount of data is
limited.

Further study includes a more exhaustive test of the
proposed model, and its comparison with other state of the
art methods (e.g. Rough Autoencoder (RAE), Deep Belief
Network (DBN), interval probability distribution learning
(IPDL), and Deep Temporal Dictionary Learning (DTDL)),
on a significantly large number of real datasets [28-31].
Moreover, complexity analysis may be required to apply the
system to a real-time environment.

Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

Authors’ Contributions

Dae-Yeon Kim and Dong-Sik Choi contributed equally to
this paper.

Acknowledgments

This research was funded by the Bio & Medical Technology
Development Program of the National Research Foundation



10

(NRF) funded by the Korean Government (MSIT) (No.
2019M3E5D1A02069069), by BK21 FOUR (Fostering
Outstanding ~ Universities ~ for =~ Research) (No.
5199990514663), and by the Soonchunhyang University
Research Fund.

References

[1] American Diabetes Association, “Economic costs of diabetes
in the U.S. In 2017,” Diabetes Care, vol. 41, no. 5, pp. 917-928,
2018.

[2] National Diabetes Data Group, “Classification and diagnosis
of diabetes mellitus and other categories of glucose intoler-
ance,” National Diabetes Data Group Diabetes, vol. 28,
pp. 1039-1057, 1979.

[3] L. Olansky and L. Kennedy, “Finger-stick glucose monitoring:
issues of accuracy and specificity,” Diabetes Care, vol. 33,
no. 4, pp. 948-949, 2010.

[4] T. Bremer and D. A. Gough, “Is blood glucose predictable
from previous values? A solicitation for data,” Diabetes,
vol. 48, no. 3, pp. 445-451, 1999.

[5] S. Oviedo, J. Vehi, R. Calm, and J. Armengol, “A review of
personalized blood glucose prediction strategies for TIDM
patients,” International Journal for Numerical Methods in
Biomedical Engineering, vol. 33, no. 6, p. €2833, 2017.

[6] E. M. Aiello, G. Lisanti, L. Magni, M. Musci, and C. Toffanin,
“Therapy-driven deep glucose forecasting,” Engineering Ap-
plications of Artificial Intelligence, vol. 87, p. 103255, 2020.

[7] A. Z. Woldaregay, E. Arsand, S. Walderhaug et al., “Data-

driven modeling and prediction of blood glucose dynamics:

machine learning applications in type 1 diabetes,” Artificial

Intelligence in Medicine, vol. 98, pp. 109-134, 2019.

V. Felizardo, N. M. Garcia, N. Pombo, and I. Megdiche,

“Data-based algorithms and models using diabetics real data

for blood glucose and hypoglycaemia prediction - a sys-

tematic literature review,” Artificial Intelligence in Medicine,

vol. 118, p. 102120, 2021.

[9] H. B. Ahmed and A. Serener, “Effects of external factors in
CGM sensor glucose concentration prediction,” Procedia
Computer Science, vol. 102, pp. 623-629, 2016.

[10] M. Eren-Oruklu, A. Cinar, L. Quinn, and D. Smith, “Adaptive
control strategy for regulation of blood glucose levels in
patients with type 1 diabetes,” Journal of Process Control,
vol. 19, no. 8, pp. 1333-1346, 2009.

[11] M. Eren-Oruklu, A. Cinar, L. Quinn, and D. Smith, “Adaptive
control strategy for regulation of blood glucose levels in
patients with type 1 diabetes,” Journal of Process Control,
vol. 19, no. 8, pp. 1333-1346, 2009.

[12] E. I. Georga, V. C. Protopappas, and D. Polyzos, “Prediction
of glucose concentration in type 1 diabetic patients using
support vector regression,” in Proceedings of the 10th IEEE
International Conference on Information Technology and
Applications in Biomedicine, China, July 12 2010.

[13] T. T. Ly, M. D. Breton, P. Keith-Hynes et al., “Overnight
glucose control with an automated, unified safety system in
children and adolescents with type 1 diabetes at diabetes
camp,” Diabetes Care, vol. 37, no. 8, pp. 2310-2316, 2014.

[14] K. Zarkogianni, A. Vazeou, S. G. Mougiakakou, A. Prountzou,
and K. S. Nikita, “An insulin infusion advisory system based
on autotuning nonlinear model-predictive control,” IEEE
Transactions on Biomedical Engineering, vol. 58, no. 9,
pp. 2467-2477, 2011.

[15] K. Turksoy, L. Quinn, E. Littlejohn, and A. Cinar, “Multi-
variable adaptive identification and control for artificial

[8

Complexity

pancreas systems,” IEEE Transactions on Biomedical Engi-
neering, vol. 61, no. 3, pp. 883-891, 2014.

[16] K. Rebrin and G. M. Steil, “Can interstitial glucose assessment
replace blood glucose measurements?” Diabetes Technology ¢
Therapeutics, vol. 2, no. 3, pp. 461-472, 2000.

[17] J. J. Lee, R. Gondhalekar, and F. J. Doyle, “Design of an ar-
tificial pancreas using zone model predictive control with a
moving horizon state estimator,” 53rd IEEE Conference on
Decision and Control, pp. 6975-6980, 2014.

[18] G. Sparacino, F. Zanderigo, S. Corazza, A. Maran,
A. Facchinetti, and C. Cobelli, “Glucose concentration can be
predicted ahead in time from continuous glucose monitoring
sensor time-series,” IEEE Transactions on Biomedical Engi-
neering, vol. 54, no. 5, pp- 931-937, 2007.

[19] Q. Sun, M. V. Jankovic, L. Bally, and S. G. Mougiakakou,
“Predicting blood glucose with an LSTM and Bi-LSTM based
deep neural network,” in Proceedings of the 2018 14th Sym-
posium on Neural Networks and Applications (NEUREL),
pp. 1-5, Rome, August 21 2018.

[20] A.Pérez-Gandia, A. Facchinetti, G. Sparacino et al., “Artificial
neural network algorithm for online glucose prediction from
continuous glucose monitoring,” Diabetes Technology &
Therapeutics, vol. 12, no. 1, pp. 81-88, 2010.

[21] M. F. Rabby, Y. Tu, M. I. Hossen, I. Lee, A. S. Maida, and
X. Hei, “Stacked LSTM based deep recurrent neural network
with Kalman smoothing for blood glucose prediction,” BMC
Medical Informatics and Decision Making, vol. 21, pp.101-115,
2021.

[22] K. Li, J. Daniels, C. Liu, P. Herrero, and P. Georgiou,
“Convolutional recurrent neural networks for glucose pre-
diction,” IEEE ]. Biomed. Health Inform, vol. 24, no. 2,
pp. 603613, 2020.

[23] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning
representations by back-propagating errors,” Nature, vol. 323,
no. 6088, pp. 533-536, 1986.

[24] S. Hochreiter and J. Schmidhuber, “Long short-term mem-
ory,” Neural Computation, vol. 9, no. 8, pp. 1735-1780, 1997.

[25] K. Cho, B. Van Merriénboer, and C. Gulcehre, “Learning
phrase representations using RNN encoder-decoder for sta-
tistical machine translation,” EMNLP, pp. 1724-1734, 2014.

[26] 1. Goodfellow, Y. Bengio, and A. Courville, Deep Learning,
MIT press, China, 2016.

[27] W. L. Clarke, D. Cox, L. A. Gonder-Frederick, W. Carter, and
S. L. Pohl, “Evaluating clinical accuracy of systems for self-
monitoring of blood glucose,” Diabetes Care, vol. 10, no. 5,
pp. 622-628, 1987.

[28] M. Khodayar, O. Kaynak, and M. E. Khodayar, “Rough deep
neural architecture for short-term wind speed forecasting,”
IEEE Transactions on Industrial Informatics, vol. 13, no. 6,
pp. 27702779, 2017.

[29] G. E. Hinton, S. Osindero, and Y. W. Teh, “A fast learning
algorithm for deep belief nets,” Neural Computation, vol. 18,
no. 7, pp. 15271554, 2006.

[30] M. Khodayar, J. Wang, and M. Manthouri, “Interval deep
generative neural network for wind speed forecasting,” IEEE
Transactions on Smart Grid, vol. 10, no. 4, pp. 3974-3989,
2019.

[31] M. Khodayar, J. Wang, and Z. Wang, “Energy disaggregation
via deep temporal dictionary learning,” IEEE Transactions on
Neural Networks and Learning Systems, vol. 31, no. 5,
pp. 1696-1709, 2020.



